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Corrigé du dix-huitième devoir à la maison
Notation. Comme il n’y a pas d’ambigüité ici, nous
noterons +→ = →. Notons alors I = ]0, →[.

1. Soit ω > 1.
↑ Pour tout n ↓ N→, la fonction εn : x ↔↗ sin(nx)/nω

est continue sur R.
↑ En outre, pour x ↓ R, |εn(x)| ↭ 1/nω, où

∑
1/nω

converge car ω > 1, donc la série de fonctions
∑

εn

converge normalement donc uniformément sur R.
Alors, Sω est définie et continue sur R.

2. Soit ϑ ↓ R. La fonction J est clairement défi-
nie, positive et continue sur I car pour tout t > 0,
et > 1 > u.

De plus, en 0+, J(t) ↘ tε↑1/(1 ≃ u). Or t ↔↗ tε↑1

est intégrable sur ]0, 1] si et seulement si ϑ ≃ 1 > ≃1,
c’est-à-dire ϑ > 0, donc il en est de même pour J .

Enfin, en →, J(t) ↘ tε↑1 e↑t ⇐ e↑t/2, où
t ↔↗ e↑t/2 est intégrable sur [1, →[, donc J l’est aussi.
Ainsi,

J est intégrable sur I si et seulement si ϑ > 0.

3. Comme t ↫ 0 et |u| < 1, e↑t ↭ 1 et
|ue↑t| = |u|e↑t < 1. Alors, on a

N↑1∑

n=0
(ue↑t)n = 1 ≃ (ue↑t)N

1 ≃ ue↑t
= 1 ≃ (ue↑t)N

e↑t (et ≃ u) ,

et

RN (t, u) =
[

u

et ≃ u
≃ ue↑t 1 ≃ (ue↑t)N

e↑t (et ≃ u)

]
tω↑1

= u(ue↑t)N

et ≃ u
tω↑1.

4. Utilisons le théorème de convergence dominée.
↑ Les fonctions

fN : I ↗ R+, t ↔↗ u(ue↑t)N

et ≃ u
tω↑1

sont continues sur I.
↑ Soit t > 0. Comme |ue↑t| < 1, limN↓↔ fN (t) = 0,
donc la suite de fonctions (fN )N↭0 converge simple-
ment sur I vers la fonction nulle.
↑ La fonction nulle est continue sur I.
↑ Enfin, pour tout t > 0, |fN (t)| ↭ J(t), en considé-
rant la fonction J de la question 2 avec ϑ = ω > 0,
laquelle est intégrable sur I et constitue donc une
domination valide.

Alors
• les fonctions fN (et la fonction nulle !) sont inté-
grables sur I,

• et lim
N↓↔

∫ ↔

0
RN (t, u)dt = 0.

5. Évaluons directement l’intégrale précédente. On a

RN (t, u) = utω↑1

et ≃ u
≃

N↑1∑

n=0
(ue↑t)n+1 tω↑1

= utω↑1

et ≃ u
≃

N∑

n=1
(ue↑t)n tω↑1

= utω↑1

et ≃ u
≃

N∑

n=1
un e↑nt tω↑1.

La fonction
t ↔↗ utω↑1

et ≃ u
= uJ(t)

est continue et intégrable sur I car ω > 0. La fonction
t ↔↗ un e↑nt tω↑1 l’est aussi car

|un e↑nt tω↑1| ⇐
t↓↔

e↑t/2,

|un e↑nt tω↑1| = |u|n e↑nt tω↑1 ↘
t↓0+

|u|n tω↑1.

De plus, en posant x = nt, qui est un changement de
variable bijectif et de classe C 1 de I dans I,
∫ ↔

0
un e↑nt tω↑1 dt = un

∫ ↔

0
e↑x xω↑1

nω↑1
dx

n
= ϖ (ω) un

nω
.

Alors,
∫ ↔

0
RN (t, u)dt

=
∫ ↔

0

utω↑1

et ≃ u
dt ≃

N∑

n=1

∫ ↔

0
un e↑nt tω↑1 dt

=
∫ ↔

0

utω↑1

et ≃ u
dt ≃ ϖ (ω)

N∑

n=1

un

nω
.

Comme |un/nω| < 1/nω et que
∑

1/nω converge,∑
un/nω converge absolument. Alors, en passant à

la limite sur N ,

0 =
∫ ↔

0

utω↑1

et ≃ u
dt ≃ ϖ (ω)

↔∑

n=1

un

nω
,

c’est-à-dire
∫ ↔

0

utω↑1

et ≃ u
dt = ϖ (ω)

↔∑

n=1

un

nω
.

6. En l’appliquant à u = eix pour x ↓ R⊋ 2ϱZ,
∫ ↔

0

eix tω↑1

et ≃ eix
dt = ϖ (ω)

↔∑

n=1

einx

nω
.

On a
eix

et ≃ eix
= eix (et ≃ e↑ix)

(et ≃ eix)(et ≃ e↑ix)

= eix et ≃ 1
e2t ≃ 2et cos x + 1

= et (eix ≃ e↑t)
et (et ≃ 2 cos x + e↑t)

= eix ≃ e↑t

2(ch t ≃ cos x) .
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D’où,

Sω(x) = Im
( ↔∑

n=1

einx

nω

)

= 1
ϖ (ω)

∫ ↔

0
Im

(
(eix ≃ e↑t) tω↑1

2(ch t ≃ cos x)

)
dt

= sin x

2ϖ (ω)

∫ ↔

0

tω↑1

ch t ≃ cos x
dt.

7. Soient M > 0 et u ↓ ]≃1, 1[. Pour tout t ↫ 0,
1

ch t ≃ u
= 1

ch t

1
1 ≃ u/ ch t

= 1
ch t

↔∑

n=0

( u

ch t

)n
=

↔∑

n=0

un

(ch t)n+1

car |u/ ch t| ↭ |u| < 1. Alors, pour tout t ↓ ]0, M ],

tω↑1

ch t ≃ u
=

↔∑

n=0

un tω↑1

(ch t)n+1 .

↑ Les fonctions

gn : ]0, M ] ↗ R+, t ↔↗ un tω↑1

(ch t)n+1

sont continues et intégrables sur ]0, M ], car en 0+,
|gn(t)| ↘ un tω↑1 et ω > 0.
↑ La série de fonctions

∑
gn converge simplement

sur ]0, M ]
↑ Sa somme

g : ]0, M ] ↗ R+, t ↔↗ tω↑1

ch t ≃ u

est continue sur ]0, M ].
↑ Enfin, pour tout n ↫ 0,

∫ M

0
|gn(t)|dt = |u|n

∫ M

0

tω↑1

(ch t)n+1 dt

↭ |u|n
∫ M

0
tω↑1 dt = K1 |u|n

où K1 =
∫ M

0 tω↑1 dt ne dépend pas de n, donc
∑ ∫ M

0 |gn| converge, car |u| < 1 et
∑

|u|n converge.
Alors,

• la fonction g est intégrable sur ]0, M ],

• et
∫ M

0

tω↑1

ch t ≃ u
dt =

↔∑

n=0

∫ M

0
un tω↑1

(ch t)n+1 dt.

8. Soit

ςn : I ↗ R, M ↔↗
∫ M

0

un tω↑1

(ch t)n+1 dt.

↑ D’une part,

lim
M↓↔

ςn(M) =
∫ ↔

0

un tω↑1

(ch t)n+1 dt

car t ↔↗ un tω↑1

(ch t)n+1 est continue et intégrable sur I.

↑ D’autre part, pour tout M > 0 et n ↓ N,

|ςn(M)| ↭
∫ M

0

|u|n tω↑1

(ch t)n+1 dt ↭
∫ ↔

0

|u|n tω↑1

(ch t)n+1 dt

↭ |u|n
∫ ↔

0

tω↑1

ch t
dt = K2 |u|n

où K2 =
∫ ↔

0 tω↑1 dt/ ch t ne dépend ni de M ni de n,
donc

∑
ςn converge normalement sur I.

Alors, d’après le théorème de double limite,
• la série des limites converge
• et l’on peut écrire

lim
M↓↔

↔∑

n=0
ςn(M) =

↔∑

n=0
lim

M↓↔
ςn(M),

c’est-à-dire

lim
M↓↔

↔∑

n=0
un

∫ M

0

tω↑1

(ch t)n+1 dt

=
↔∑

n=0
un

∫ ↔

0

tω↑1

(ch t)n+1 dt.

9. La fonction g de la question 7 est aussi intégrable
sur [M, →[ car |g(t)| ↘ 2 tω↑1 e↑t ⇐ e↑t/2 en →.
Donc

lim
M↓↔

∫ M

0

tω↑1

ch t ≃ u
dt =

∫ ↔

0

tω↑1

ch t ≃ u
dt.

Finalement, dans les questions 7 et 8, on a prouvé
que pour tout u ↓ ]≃1, 1[,

∫ ↔

0

tω↑1

ch t ≃ u
dt =

↔∑

n=0
un

∫ ↔

0

tω↑1

(ch t)n+1 dt = Gω(u).

En appliquant ce résultat à u = cos x avec
x ↓ R⊋ 2ϱZ, on a bien u ↓ ]≃1, 1[ donc

∫ ↔

0

tω↑1

ch t ≃ cos x
dt = Gω(cos x).

Grâce à la question 6, on conclut

⇒x ↓ R⊋ 2ϱZ, Sω(x) = sin xGω(cos x)
2ϖ (ω) .

10. Soit φ > 0. D’après (5), il existe ↼ > 0 tel que
pour tout s ↓ ]0, ↼[, |B(s) ≃ asϑ↑1| ↭ φasϑ↑1. Alors
|B(s) ≃ asϑ↑1| e↑ns ↭ φ a sϑ↑1 e↑ns ↭ φ a sϑ↑1. Or
↽ > 0 donc s ↔↗ sϑ↑1 est intégrable sur ]0, ↼[. Alors

(∫ ϖ

0
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)

↭
∫ ϖ

0
|B(s)e↑ns ≃ asϑ↑1 e↑ns|ds

↭
∫ ϖ

0
φasϑ↑1 e↑ns ds

↭ φa

∫ ↔

0
sϑ↑1 e↑ns ds = φa

ϖ (↽)
nϑ

.
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11. Soit ↼ > 0. D’après (4), B est intégrable sur I
donc s ↔↗ B(s) e↑ns aussi car |B(s)e↑ns| ↭ |B(s)|.
Comme plus haut, s ↔↗ a sϑ↑1 e↑ns est intégrable
sur I. Alors(∫ ↔

ϖ
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)

↭
∫ ↔

ϖ
|B(s)e↑s ≃ asϑ↑1 e↑s|e↑(n↑1)s ds

↭ e↑(n↑1)ϖ

∫ ↔

ϖ
|B(s)e↑s ≃ asϑ↑1 e↑s|ds

↭ e↑(n↑1)ϖ

∫ ↔

0
|B(s)e↑s ≃ asϑ↑1 e↑s|ds.

Constatons que C =
∫ ↔

0 |B(s)e↑s ≃ asϑ↑1 e↑s|ds ne
dépend ici ni de n, ni de ↼.

12. Soit φ > 0. D’après la question 10, il existe ↼ > 0
tel que pour tout n ↫ 1,(∫ ϖ

0
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)
↭ φa

ϖ (↽)
nϑ

.

Fixons un tel ↼. D’après la question 11,(∫ ↔

ϖ
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)
↭ C e↑(n↑1)ϖ.

Or quand n tend vers →, e↑(n↑1)ϖ ⇐ 1/nϑ, donc
il existe N ↓ N tel que pour tout n ↫ N ,
e↑(n↑1)ϖ ↭ φ/nϑ et

(∫ ↔

ϖ
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)
↭ φ

C

nϑ
.

Alors (∫ ↔

0
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)

=
∣∣∣∣

∫ ϖ

0
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

+
∫ ↔

ϖ
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

∣∣∣∣

↭
(∫ ϖ

0
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)

+
(∫ ↔

ϖ
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds

)

↭ φ
aϖ (↽) + C

nϑ
.

Comme φ est arbitraire, cela signifie que quand n
tend vers →,

∫ ↔

0
(B(s)e↑ns ≃ asϑ↑1 e↑ns)ds = o

(
1

nϑ

)
,

ou encore, que
∫ ↔

0
B(s)e↑ns ds =

∫ ↔

0
asϑ↑1 e↑ns ds + o

(
1

nϑ

)

= a
ϖ (↽)
nϑ

+ o
(

1
nϑ

)
= a

ϖ (↽)
nϑ

(1 + o(1)).

13. En comparant la formule (3) et l’expression pro-
posée, posons t = ln(es +

⇑
e2s ≃ 1). Alors ch t = es

et dt = es

⇑
e2s ≃ 1

ds.

L’application s ↔↗ ln(es+
⇑

e2s ≃ 1) est bien une bi-
jection de classe C 1 de I dans I. D’après le théorème
du changement de variable, les applications

t ↔↗ tω↑1

(ch t)n+1

et s ↔↗ (ln(es +
⇑

e2s ≃ 1))ω↑1

e(n+1)s

(
es

⇑
e2s ≃ 1

)

sont simultanément intégrables sur I. La première
l’est, donc la seconde aussi et l’on a

an =
∫ ↔

0

(ln(es +
⇑

e2s ≃ 1))ω↑1
⇑

e2s ≃ 1
e↑ns ds.

14. Pour s au voisinage de 0+,
√

e2s ≃ 1 =
√

2s + o(s) =
⇑

2s
√

1 + o(1) ↘
⇑

2s.

De même,

ln(es +
√

e2s ≃ 1)
= ln(1 + s + o(s) +

⇑
2s + o(

⇑
s))

= ln(1 +
⇑

2s + o(
⇑

s))
=

⇑
2s + o(

⇑
s),

donc

(ln(es +
√

e2s ≃ 1))ω↑1 = (
⇑

2s + o(
⇑

s))ω↑1

= (
⇑

2s)ω↑1(1 + o(1))ω↑1 ↘ (
⇑

2s)ω↑1.

Alors

B(s) ↘ (
⇑

2s)ω↑1
⇑

2s
= 2ω/2↑1 sω/2↑1.

15. Ainsi, l’équivalent de B(s) en 0+ est conforme
à (5), avec a = 2ω/2↑1 > 0 et ↽ = ω/2 > 0.

De plus, la fonction B est l’intégrande de la nou-
velle expression de a0, donc elle est bien intégrable
sur I d’après la question 13, et B vérifie la condi-
tion (4).

Alors, d’après la question 12, quand n est grand,

an ↘ 2ω/2↑1 ϖ (ω/2)
nω/2 ,

donc lim
n↓↔

an nω/2 = 2ω/2↑1 ϖ (ω/2).
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